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Abstract— Despite their accuracy, traditional image theory
(IT) ray tracers were previously limited to basic simulation
environments with fewer field observation points (FOPs) and
lower ray bounce orders due to computational inefficiencies.
In this study, we propose a novel full-3-D anxel beam shrinkage
(ABS) method and heterogeneous computing-accelerated full-IT
method ray-tracing (RT) framework enabling massive outdoor
propagation modeling. The proposed framework is divided into
three components: 1) visibility preprocessing; 2) visibility tree
generation, which introduces a novel ABS method to expedite
the creation process and minimize the visibility tree’s size;
and 3) shadow testing and field calculation, incorporating a
heterogeneous computing algorithm designed to efficiently man-
age numerous FOPs. We also demonstrated that the proposed
framework, utilizing both central processing unit (CPU) and
graphical processing unit (GPU) parallel computing, is 651 times
faster than the IT method solver of WinProp, which supports
only CPU parallel computing. Furthermore, it is confirmed that
the proposed RT framework can handle 1 × 1 km wide and
dense urban outdoor simulation with up to the maximum ray
bouncing order of 6 and thousands of FOPs. The proposed RT
framework could serve as a foundation for future advancements
in IT method RT techniques in complex and massive scenarios,
which were previously exclusive to the shooting and bouncing
rays method ray tracers.

Index Terms— Asymptotic high-frequency techniques, graph-
ical processing unit (GPU), image theory (IT) ray tracing
(RT), RT, shooting and bouncing ray (SBR) techniques, wireless
propagation modeling.

I. INTRODUCTION

MILIMETER-WAVE (mmWave) communication sys-
tems that require sophisticated manipulation of line-

of-sight (LOS) and non-line-of-sight (NLOS) propagation
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path channels are essential for characterizing deterministic
electromagnetic (EM) channels based on channel data
obtained from measurement campaigns and ray-tracing (RT)
EM analyses [1], [2], [3], [4], [5]. In particular, RT is
extensively utilized over mmWave frequencies and would be
a preferable tool for 6G channel modeling and cell coverage
analysis because of its convenience, whereas actual channel
measurement on the 6G frequency band is extremely complex
and time-consuming [6]. For outdoor channel modeling and
cell-coverage analysis using RT, EM analysis of numerous
field observation points (FOPs) in complex and massive simu-
lation environments should be performed [1], [2], [3], [4], [5].

There are two representative RT methods. The first is
the shooting and bouncing ray (SBR) method, which is the
most widely used RT method that generally provides high
computational efficiency; however, its accuracy is limited due
to the phase error and cutoff of the ray tube [7]. The second
method is the image theory (IT) method, which has high
accuracy but relatively low computational efficiency compared
to the SBR method due to its shadow testing (ST) and visibility
tree generation algorithms [7].

Recently, the frequency range used for communication
systems has been increasing to achieve a broad bandwidth,
higher data rate, and low latency. If the analysis frequency
increases, the SBR method generally produces a higher phase
error, which is a byproduct of the ray-tube concept [8], [9],
[10]. To maintain the accuracy of the SBR method when
the analysis frequency increases, additional rays or additional
optimization procedures should be launched, such as stationary
point search [8], [9], resulting in larger computation tasks
and algorithm complications. In addition, the SBR method
has a ray-tube cutoff error that occurs when the wavefront
size of the ray tube exceeds the resolution of the simulation
environment [11]. As the operating frequency increases, the
antenna’s main beamwidth narrows to overcome the large path
loss [6], resulting in a significant decrease in the number of
important strong rays relative to the weak rays. If a ray-
tube cutoff error occurs for these few important rays, the
overall analysis results will be invalid. Therefore, the total
number of source rays should be increased to achieve accept-
able accuracy, resulting in a larger computational load [11].
Furthermore, there is ambiguity in determining the number of
rays that should be launched to escape the ray-tube cutoff and
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achieve sufficient accuracy for various analysis frequencies
and simulation environments.

However, for the IT method, the accuracy is affected only
by geometric mesh approximations and the floating-point
number precision of computers [11]. Therefore, it presents
zero systemic errors without increasing the computational
load or complications of the algorithm, even if the analysis
frequency increases. In addition, its accuracy is independent
of the resolution of the simulation environment and the main
beamwidth of the antenna, to ensure that explicit simulation
is feasible without any ambiguity, such as the ray-tube
cutoff and the number of rays to be launched to achieve
sufficient accuracy [11]. Considering the aforementioned
facts, the IT method is a potential RT method for analyzing
6G communication systems. However, the conventional IT
method suffers from a prohibitively long computation time
when the propagation scenario treats high-order maximum
ray bounce, numerous FOPs, and facet modeling simulation
environments; therefore, its utilization is limited to simple
simulation environments [10], [12].

A. Related Works

To overcome the long computation time of the IT method
RT, [13], [14], [15], [16], [17], [18], [19], [20], and [21]
utilized the angular Z-buffer (AZB) algorithm in the IT method
and achieved a computation time reduction of 90% [10].
Moreover, as indicated in [15] and [16], the adaptability of
the AZB algorithm spans from outdoor to indoor environ-
ments. Additionally, in [17], it is illustrated that the AZB
algorithm is not limited to flat facets but also accommodates
curved facets. Furthermore, studies enhancing accuracy by
rectifying the minimum and maximum elevation angles of
facets are conducted in [18] and [19]. Alongside these stud-
ies on accuracy improvement, research on accelerating the
AZB method through the combination of other acceleration
techniques is introduced in [20] and [21]. In [20], a com-
bination of AZB, space volumetric partitioning (SVP), and
the depth-limited search method is presented to accelerate the
radar cross-sectional analysis of complex targets. An accel-
eration method in [21] is based on combining AZB with
the SVP algorithm and the A∗ heuristic search method to
address multiple bounces in various propagation problems.
The performance comparison between this approach and the
proposed RT method will be presented in Section IV.

B. Motivations

The AZB-combined IT method divides the space into
multiple angular spaces around a source, that is, Tx or
image Tx. Subsequently, the source radiates the beam in the
shape of anxel (which is the powerful concept of the AZB
method), enclosing the reflection facet. The same procedure
was performed for the facets inside the beam, up to the
maximum ray-bouncing order. Here, the conventional AZB
method creates an anxel beam enclosing the entire reflecting
facet, including the portion that is not illuminated by the
beam of the former bouncing order; that is, the portion of
the facet that does not participate in multiple reflections.
Consequently, the number of unnecessary computational tasks

and memory usage increases exponentially as the ray-bouncing
order increases. If a simulation scenario includes diffraction,
this inefficiency worsens because the diffraction anxel beam
generally illuminates exceedingly more facets than the reflec-
tion beam, resulting in the infeasibility of a massive analysis.
Therefore, to avoid this inefficiency, the beam should be
radiated only to the portion illuminated by the beam of the
former bouncing order. Although techniques for discarding the
unilluminated portion are presented in [22] and [23], these
are only applicable to 2-D and 2.5-D structures, respectively,
consisting solely of infinitely tall vertical planes with or
without horizontal ground, feasible only when the base station
and the mobiles are assumed to remain well below rooftop
height. Under this assumption, eliminating the unilluminated
portion becomes relatively straightforward, requiring no com-
plex formulation and algorithm. However, when dealing with
arbitrary 3-D structures, the algorithm becomes much more
complex, requiring intricate formulations. These algorithms
and formulations are not found in the existing literature.

The conventional AZB method creates DAZB matrices
that store information on the facets contained in the angular
region. Using DAZB matrices, the ST can be accelerated by
considering only the facets inside the angular region to which
the ray belongs. However, because DAZB matrices should
be created for each Tx and image Tx when a high-order
ray bouncing order is considered, they can occupy a pro-
hibitively excessive memory, precluding acceleration through
parallel computing. Although the parallel computing approach
has been widely used to resolve the limited computational
speed of RT, in most cases, it has been applied to the SBR
method [24], [25], [26], [27], [28], [29], [30], [31], [32], [33],
[34], [35]. On the other hand, in IT method RT, their utilization
is infrequent, and the majority of these techniques are not
geared toward general IT methods but instead toward hybrid
methods, which have notable limitations. For example, in [10],
a graphical processing unit (GPU)-based kD-tree-accelerated
beam tracing (GKBT) method was presented. Although the
GKBT method was approximately ten times faster than the
RT techniques before the GKBT was developed, it cannot
support the reflection of diffracted fields due to using the ray
congruence concept for diffraction. The reflection of diffracted
fields is crucial in outdoor wave propagation; hence, GKBT
is unsuitable for analyzing outdoor environments. Moreover,
although Shing-Min Liu and Tan [36] and Rainer et al. [37]
presented the GPU-accelerated IT method RT technique, these
studies mainly focused on visibility preprocessing and the
diffuse scattering effect, respectively, and only limited infor-
mation on the RT acceleration technique was provided. Given
the aforementioned considerations, it is noteworthy that, to the
best of the authors’ knowledge, there is presently no existing
literature offering a comprehensive procedure for applying
central processing unit (CPU) and GPU parallel computing
to general IT method RT, sufficient for program reproduction.

C. Contributions

In response to the aforementioned gap, we propose a novel
full-IT method RT framework enabling massive outdoor prop-
agation modeling. Our contributions consist of the following
two aspects.
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1) We propose the anxel beam shrinkage (ABS) method,
which eliminates the unilluminated portion by the beam
of the previous bouncing order, significantly enhancing
the computational efficiency of the AZB method RT.
Unlike the techniques in [22] and [23], the ABS method
can be applied to arbitrary facet-based 3-D structures.
It extends beyond realistic urban scenarios with rooftop
heights to encompass other scenarios like ship and
automobile structures, among others. Also, it can be
seamlessly integrated into the conventional AZB method
ray tracer.

2) We propose a novel heterogeneous computing-based
ABS-accelerated IT (HAIT) method RT framework. This
method offers a comprehensive guide for implementing
heterogeneous computing, specifically CPU/GPU paral-
lel computing, tailored to the general IT method RT.
HAIT supports an unlimited number of reflections, com-
bined with one order of diffraction, making it suitable
for outdoor scenario analysis. Additionally, HAIT can
efficiently handle thousands of FOPs in massive outdoor
scenarios within a reasonable computation time.

The remainder of this article is organized as follows.
In Section II, the numerical formulations of the ABS
method for multiple reflections, reflection–diffraction, and
diffraction–reflection propagation sequences are introduced.
In Section III, the HAIT method RT framework is in detail.
In Section IV, the accuracy and efficiency of the ABS and
HAIT methods are validated using simple and complex out-
door urban scenarios. Finally, the conclusions are presented in
Section V.

II. ABS METHOD

In this section, we propose the ABS method that reduces
the size of the anxel beam as the ray bouncing order increases,
leading to an exponential reduction of size and acceleration of
generation speed of the visibility tree as maximum bouncing
order increases, compared to the conventional AZB IT method.
The ABS consists of three major cases: 1) multiple reflections;
2) reflection–diffraction; and 3) diffraction–reflection.

The general spherical coordinate system [10] was used for
the ABS.

A. Multiple Reflections

A simple 2-D description of the second-order multiple
reflections of the ABS is shown in Fig. 1, where the first
and second reflecting facets are represented by the first and
second facets, respectively. First, for the first-order reflec-
tion, we generate an image Tx for the first facet, which is
represented as the first image Tx in Fig. 1. Subsequently,
from the image Tx, we see the first facet and determine its
φ − θ AZB rectangle, which is a rectangle determined by
four spherical angular margins (φmin, φmax , θmin, and θmax )

of the reflecting facet (see Fig. 2). The first anxel beam
originates from the Tx image and extends toward the AZB
rectangle, as illustrated in Fig. 1. Next, we determine the
AZB rectangle and its corresponding anxel beam for the facet
inside the first anxel beam, i.e., second facet, and determine the

Fig. 1. Two-dimensional description of the second-order multiple reflections
of ABS.

Fig. 2. Example of φ − θ AZB rectangle.

intersection between two anxel beams, i.e., φ′min, φ
′
max , θ

′
min ,

and θ ′max in Fig. 1. Subsequently, to analyze the second-order
reflection, we generated another image Tx of the second facet
and transformed the basis as the second image Tx, as shown
in Fig. 1. The first and second new bases, x′ and y′, are
x and y mirrored to the second facet, respectively, and the
last new basis, z′, is x′ × y′. Subsequently, we can directly
use the intersected anxel beam, that is, the reduced anxel
beam, for the second bouncing order after replacing θ ′min

and θ ′max with π − θ ′max and π − θ ′min , respectively, which
means that the second anxel beam is launched from the second
image Tx to the AZB rectangle having angular margins of
φ′min, φ

′
max , π − θ ′max , and π − θ ′min , as shown in Fig. 1.

Subsequently, an identical procedure was performed up to the
maximum ray-bouncing order.

Fig. 1 shows that the size of the second anxel beam
with the ABS is significantly reduced compared with that
of the conventional method, and this efficiency improve-
ment increases exponentially as the bouncing order increases.
Although only the 2-D case is illustrated in Fig. 1
for simplicity, the ABS method for multiple reflections
can be applied to facets with any 3-D location and
orientation.
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Fig. 3. Problem description of reflection–diffraction case of ABS.

B. Reflection–Diffraction

A simple problem description of the reflection–diffraction
case of ABS is shown in Fig. 3. In Fig. 3, an AZB rectangle is
formed for a facet and a reflection anxel beam, that is, a blue
beam, is launched from an image Tx to the AZB rectangle.
At this time, an edge penetrates the reflection anxel beam.
At this moment, the conventional method creates the diffrac-
tion anxel beam extended from the entire edge. However, the
portion of the edge that has the possibility of participation
in the reflection–diffraction is only the portion inside the
reflection anxel beam, which is represented as a red dotted line
in Fig. 3 and we can shrink the anxel beam by considering
only this portion. This is the portion between tmin and tmax

where t is the normalized length of the edge, which implies
the start point and endpoint of the edge are represented as
t = 0 and t = 1, respectively, as shown in Fig. 3. Although the
exact portion of the edge that participates the diffraction can be
easily found using simple beam tracing algorithm in [10] when
a first reflection–diffraction is considered, the beam tracing
algorithm in [10] requires complex beam splitting procedure
when multiple reflection–diffraction is considered, resulting
in exponential increase of computational load and algorithm
complexity. Rather, we use the AZB rectangle concept for
reflection–diffraction and we can directly use the shrunk anxel
beam through multiple reflections described in Section II-A
for multiple reflection–diffraction. The tmin and tmax can be
expressed as follows:

tmin = max
(
tφmin, tθmin, 0

)
(1)

tmax = min
(
tφmax , tθmax , 1

)
(2)

where tφ and tθ are t values that the edge intersects φ- and
θ -axes sides of the reflection anxel beam, respectively.

First, to formulate tφ , we represent the edge line as E in the
following eqution:

E = P1 + t(P2 − P1) (3)

where P1 and P2 are the starting and ending points of the
edge, respectively. If we represent the location of image Tx

as S, the vector from image Tx to a point on the edge line is
represented as follows:

SE = A+ tB (4)

where A and B represent P1 − S and P2 − P1, respectively.
Currently, we formulate tan φ of a point on the edge line
considering the image Tx as the origin as follows:

tan φ =
Ay + t By

Ax + t Bx
. (5)

After performing some algebra with (5), we obtain

t(φ) =
−Ax tan φ + Ay

Bx tan φ − By
(6)

which is the t value representing the edge point that is located
on the angle of φ. Here, t (φ) equals t (φ + π) because
tan φ equals tan(φ + π); therefore, a validation procedure
of the t value should be performed by confirming the atan2
function of A + t (φ)B equals φ. There are five possible
cases where the entire or a part of the edge line can be
located inside the φ-domain of the reflection anxel beam,
and these are shown in Fig. 4. Fig. 4(a) represents a case
where the edge line is directed to the z-axis, and entire edge
line is inside the φ-domain of the anxel beam, resulting in
tφmin →−∞ and tφmax→∞. Fig. 4(b) shows the case where
the edge line penetrates the entire φ range of the anxel beam to
ensure that two tφ , that is, t (φRmin) and t (φRmax ) where φRmin

and φRmax are φ-domain angular margins of anxel beam, are
assigned to the tφmin and tφmax , respectively, depending on
their magnitude. Fig. 4(c) shows the case where one tφ occurs
at one φ-domain angular margin and the other tφ occurs at
the other angular margin + π , such that the first tφ and ±∞
are allocated to the tφmin and tφmax , respectively, depending on
their magnitude. Fig. 4(d) shows the case where the projection
of the edge to the xy plane (z = 0) passes through the S to
ensure that tφ = t (φRmin) = t (φRmax ) and this tφ and ±∞ is
allocated to tφmin and tφmax , respectively, depending on their
magnitude. Fig. 4(e) shows the case where one tφ occurs at
one φ-domain angular margin and the other angular margin
is parallel with the edge line such that the tφ and ±∞ are
allocated to tφmin and tφmax , respectively, depending on their
magnitude. The pseudocode for the detailed determination
procedure of tφmin and tφmax is shown in Algorithm 1. If the
reflecting facet is located at ±z-direction from the S, that is,
a ray with a direction of ±z launched from S intersects the
reflecting facet, we do not conduct Algorithm 1 and only set
tφmin and tφmax to −∞ and ∞, respectively, because φRmin

and φRmax are 0 and 2π , respectively.
Next, to derive tθ , we formulate cot θ of a point on the edge

line considering the S as the origin as follows:

cot θ =
Az + t Bz√

(Ax + t Bx )
2
+

(
Ay + t By

)2
. (7)

After performing some algebra with (7), we obtain

t(θ) =
−β ±

√
β2 − 4αγ

2α
(8)
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Fig. 4. Five possible cases where entire or part of edge line can be located
inside the φ-domain of the reflection anxel beam.

where

α =
(
B2

x + B2
y

)
cot2 θ − B2

z (9)

β = 2
[(

Ax Bx + Ay By
)

cot2 θ − Az Bz
]

(10)

γ =
(

A2
x + A2

y

)
cot2 θ − A2

z . (11)

Here, t (θ) equals t (π − θ) because cot2 θ equals cot2(π − θ);
therefore, a validation procedure of the correct t value should
be performed by substituting the calculated two t from (8) to
the following equation:

θ(t) = cot−1 Az + t Bz√
(Ax + t Bx )

2
+

(
Ay + t By

)2
(12)

There are three mathematical facts: 1) t (θ) = t (π − θ);
2) t (θ) has maximally two solutions; and 3) the limit of (12)
as t approaches infinity is expressed as follows:

lim
t→±∞

θ(t) = cot−1
(
±Bz/

√
B2

x + B2
y

)
. (13)

Based on the above mathematical facts, we derive two other
mathematical facts: 1) θ(t) can have maximally one extreme
value and 2) local minimum and local maximum values of θ(t)
cannot exist in the area where θ(t) > π/2 and θ(t) < π/2,
respectively. Based on these two mathematical facts, we derive
a total of 20 possible cases, which is shown in Fig. 5, where
the entire or a part of the edge line can be located inside the
θ -domain of the reflection anxel beam. Fig. 5(a)–(c) depicts

Algorithm 1 Determination of tφmin and tφmax

Input:
φRmin , φRmax , P1, P2, and S

Output:
tφmin and tφmax .

47: function tPhiMinMax.
48: if P1x − P2x = P1y − P2y = 0 then
49: if atan2(P1y − Sy , P1x − Sx ) is between φRmin and φRmax then.
50: tφmin , tφmax ←−∞,∞ ▷ Fig. 4(a)
51: else
52: tφmin , tφmax ← NaN, NaN

▷ Edge line is located outside the reflection beam
53: end if
54: return tφmin , tφmax
55: end if
56: A, B←P1 − S,P2 − P1
57: tφ1, tφ2 ← t (φRmin), t (φRmax )

58: d1, d2 ← A+ tφ1B, A+ tφ2B
59: φ1, φ2 ← atan2(d1y , d1x ), atan2(d2y , d2x )

60: if φ1=φRmin and φ2=φRmax then ▷ Fig. 4(b)
61: tφmin , tφmax ← min(tφ1, tφ2), max(tφ1, tφ2)
62: else if (φ1=φRmin and φ2 = φRmax + π) or

(φ1 = φRmin + π and φ2 = φRmax ) then ▷ Fig. 4(c)
63: tφproper ← The t value that matches φRmin or φRmax

between tφ1 and tφ2
64: tφimproper ← The t value that matches φRmin + π or

φRmax + π between tφ1 and tφ2
65: if tφproper − tφimproper > 0 then
66: tφmin , tφmax ← tφproper ,∞
67: else
68: tφmin , tφmax ←−∞, tφproper
69: end if
70: else if tφ1 = tφ2 then
71: C← A+ (tφ1 + α)B ▷ α is arbitrary positive constant
72: φ0 ← atan2(Cy , Cx )

73: if φ0 is between φRmin and φRmax then ▷ Fig. 4(d)
74: tφmin , tφmax ← tφ1,∞
75: else if φ0 is between φRmin + π and φRmax+π then

▷ Fig. 4(d)
76: tφmin , tφmax ←−∞, tφ1
77: else
78: tφmin , tφmax ← NaN, NaN
79: end if
80: else if (φ1=φRmin and tφ2 →±∞) or (φ2=φRmax and

tφ1 →±∞) ▷ Fig. 4(e).
81: tφ f ini te ← Thefinitet value between tφ1 and tφ2
82: C← A+ (tφ f ini te + α)B

▷ α is arbitrary positive constant
83: if atan2(Cy , Cx ) is between φRmin and φRmax then
84: tφmin , tφmax ← tφ f ini te,∞
85: else
86: tφmin , tφmax ←−∞, tφ f ini te
87: end if
88: else
89: tφmin , tφmax ← NaN, NaN
90: end if
91: return tφmin , tφmax

92: end function

cases where all tθ , that is, t (θRmax ) and t (θRmin) where θRmin

and θRmax are θ -domain angular margins of anxel beam, are
invalid. The edge line in the case of Fig. 5(a) and (b) is
entirely lied within the θ -domain of the anxel beam, resulting
in tθmin → −∞ and tθmax→∞, and does not intersect or
intersects the S, i.e., the origin of the anxel beam, respectively.
On the other hand, Fig. 5(c) represents a case where the
edge line intersects the S but only one section based on
S is inside the θ -domain of the anxel beam to ensure that
the t value where the edge line intersects S and ±∞ is
allocated to the tθmin and tθmax , respectively, depending on
their magnitude. Fig. 5(d) and (e) represents cases that only
one tθ , that is, t (θRmax ) or t (θRmin) value is valid, such that
the valid tθ and ±∞ are allocated to the tθmin and tθmax ,
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Fig. 5. Twenty possible cases where entire or a part of edge line can be located inside the θ -domain of the reflection anxel beam. The green part is range
of t inside θ -domain of the reflection anxel beam.

respectively, depending on their magnitude. Fig. 5(f) shows
the case where one t (θRmax ) and one t (θRmin) are valid to
ensure that the t (θRmax ) and t (θRmin) are assigned to the
tθmin and tθmax , respectively, depending on their magnitude.
Fig. 5(g)–(j) shows cases where only one of the tθ values,
among each two t (θRmax ) and t (θRmin), is invalid, such that
the smallest or largest valid tθ and ±∞ are allocated to the
tθmin and tθmax , respectively, depending on their magnitude.
We note that cases in Fig. 5(g) and (j) have equal roots
on t (θRmax ) and t (θRmin), respectively. Also, although cases
like in Fig. 5(h) and (i) show beam splitting, for simplicity,
we ignored it and merged the beams in this study. Fig. 5(k)–(n)
depicts cases where all tθ values are valid to ensure that the
smallest and largest tθ are allocated to the tθmin and tθmax ,
respectively. Fig. 5(o)–(q) represents cases where all t (θRmin)

are valid but all t (θRmax ) are invalid. We note that cases in
Fig. 5(o) and (p) are possible only when θRmin < π/2 and
θRmax ≥ π/2. In these cases, −∞ and∞ are assigned to tθmin

and tθmax , respectively. On the other hand, the case in Fig. 5(q)
is possible only when θRmin > π/2 and the two t (θRmin) are
allocated to the tθmin and tθmax , respectively, depending on

their magnitude. Fig. 5(r)–(t) shows cases where all t (θRmin)

are invalid but all t (θRmax ) are valid. The case in Fig. 5(r)
is possible only when θRmax < π/2 and the two t (θRmax )

are allocated to the tθmin and tθmax , respectively, depending
on their magnitude. On the other hand, cases in Fig. 5(s)
and (t) are possible only when θRmin ≤ π/2 and θRmax > π/2.
In these cases, −∞ and ∞ are assigned to tθmin and tθmax ,
respectively.

The pseudocode for the detailed determination procedure
of tθmin and tθmax is shown in Algorithm 2. As mentioned
earlier, beam splitting occurs in some cases, for example,
in Fig. 5(h) and (i); however, for simplicity, we ignored it and
merged the beams also in Algorithm 2. Implementing beam
splitting promises to enhance the algorithm’s performance,
representing a valuable direction for future work.

C. Diffraction–Reflection

First, we adopted the φ−t anxel beam system and transform
basis as shown in Fig. 6 to conveniently handle the diffraction.
For the first diffraction φ−t anxel beam, φmin = 0, φmax = nπ ,
and tmin = 0 and tmax = 1 (first anxel beam). Subsequently,
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Algorithm 2 Determination of tθmin and tθmax
Input:

θRmin , θRmax , A, and B
Output:

tθmin and tθmax
57: function tThetaMinMax
58: tRmin+, tRmin− ← t (θRmin) with ± sign
59: tRmax+, tRmax− ← t (θRmax ) with ± sign
60: if all tRmin±andtRmax± invalid then
61: if A× B ̸= 0 then ▷ Expanded edge line not intersects origin
62: if θRmin < θ(δ) < θRmax then

▷ Fig. 5(a), δ: arbitrary real value
63: tθmin , tθmax ←−∞,∞

64: else
65: tθmin , tθmax ← NaN, NaN
66: end if
67: else ▷ Expanded edge line intersects origin
68: t0 ← valuethatsatis f iesA+ t0B = 0
69: if θRmin < [θ(t0 + ε)andθ(t0 − ε)] < θRmax then

▷ Fig. 5(b), ε: arbitrary positive value
70: tθmin , tθmax ←−∞,∞

71: else if θRmin < θ(t0 + ε) < θRmax then ▷ Fig. 5(c)
72: tθmin , tθmax ← t0,∞
73: else if θRmin < θ(t0 − ε) < θRmax then ▷ Fig. 5(c)
74: tθmin , tθmax ←−∞,t0
75: else
76: tθmin , tθmax ← NaN, NaN
77: end if
78: end if
79: else if only one of tRmin±,Rmax± valid ▷ Fig. 5(d), (e)
80: if θRmin < θ[(valid tRmin±,Rmax±)+ ε] < θRmax then

tθmin , tθmax ← valid tRmin±,Rmax±,∞

81: else
82: tθmin , tθmax ←−∞, validtRmin±,Rmax±
83: end if
84: else if one of tRmin± and tRmax± valid ▷ Fig. 5(f)
85: tθmin , tθmax ← min. and max.of validtRmin±,Rmax±
86: else if only one of tRmin±,Rmax± invalid then ▷ Fig. 5(g)-(j)
87: talone ← valid solution of tRmin±ortRmax± pair

containing invalid solution
88: ttogether ← any solution of tRmin±ortRmax± pair

containing two valid solutions
89: if ttogether − talone>0 then
90: tθmin , tθmax ← talone,∞

91: else
92: tθmin , tθmax ←−∞, talone
93: end if
94: else if all tRmin±,Rmax± valid then ▷ Fig. 5(k)-(n)
95: tθmin , tθmax ← min.andmax. of tRmin±,Rmax±
96: else if all tRmin± and none of tRmax± valid then
97: if θRmin < π/2 then ▷ Fig. 5(o), (p)
98: tθmin , tθmax ←−∞,∞.
99: else ▷ Fig. 5(q)

100: tθmin , tθmax ← min. and max. of tRmin±
101: end if
102: else if all tRmax± and none of tRmin± valid then
103: if θRmax < π/2 then ▷ Fig. 5(r)
104: tθmin , tθmax ← min. and max. of tRmax±
105: else ▷ Fig. 5(s), (t)
106: tθmin , tθmax ←−∞,∞

107: end if
108: else
109: tθmin , tθmax ← NaN, NaN
110: end if
111: returntθmin , tθmax
112: end function

we determine the facet inside the φ − t anxel beam. Next,
we determine the φ− t anxel beam (second anxel beam) from
the edge, enclosing the facet located inside the first anxel
beam. φmin and φmax of the second anxel beam can be easily
determined by calculating φ of three vertices of the facet and
comparing their magnitude. However, to determine the exact
values of tmin and tmax enclosing the facet, a nonlinear equation
must be solved, which is challenging and time-consuming.
Rather, we calculated the values for the bounding region
enclosing the facet, as shown in Fig. 6. This bounding region
is z′-directed column-shaped top with two arcs whose center

Fig. 6. New basis and bounding region for diffraction–reflection case of
ABS.

is the diffracting edge. The radii of the outer and inner arcs
are the horizontal (x ′y′) furthest and closest distance from the
edge to the facet, respectively, and the minimum and maximum
z′ components of the bounding region are the minimum and
maximum z′ components of the facet. We note that tmin and
tmax of the bounding region are determined by four arcs: the
lower and upper arcs. In addition, each point on the same arc
is mapped to the same t value because the diffraction rays are
spread in the shape of a Keller’s cone [38]. To determine the
t-value where the arc is mapped, we must solve two equations
derived from Keller’s law [39], that is, T̂D · B = D̂R · B and
D =P1 + tB where T, R, D,P1, and B are locations of Tx,
any point on the arc, diffraction point, edge start point, and
vector from the edge start point to endpoint, respectively, and
these are shown in Fig. 7. After performing algebra using the
above equations, we formulate t where the arc is mapped as
follows:

tarc =
Dz′ − P1z′

P2z′ − P1z′
(14)

where

Dz′ =
rT Rz′ + rR Tz′

rT + rR
(15)

and rT and rR , as shown in Fig. 7, are the horizontal distances
between the edge and T, R, respectively. At this point, the
proposed bounding region concept can also be applied to the
facet located ±z′-direction of the edge, that is, the bounding
region has a cylindrical shape, by setting rR of the inner arc
to 0.

Using (14) and (15), we can calculate the tmin and tmax of the
bounding region by calculating all four arcs of the bounding
region and comparing their magnitudes. However, considering
the relative position between the Tx and the bounding region,
we can calculate tmin and tmax directly without a magnitude
comparison by calculating tarc for only two arcs. There are
three cases for the relative position between the Tx and
bounding region, as shown in Fig. 8. Fig. 8(a)–(c) shows the
cases where Tz′ is larger than the maximum, larger than the
minimum and smaller than the maximum, and smaller than the
minimum z′ components of the bounding region, respectively.
For each case, tmin and tmax occurred at the lower inner
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Fig. 7. Diffraction geometry for arc of bounding region of
diffraction–reflection case of ABS.

Fig. 8. Three cases for the relative position between Tx and bounding
region of diffraction–reflection case of ABS: Tz′ is (a) larger than maximum,
(b) larger than minimum and smaller than maximum, and (c) smaller than the
minimum z′ component of the bounding region.

and upper outside, lower and upper inside, and lower outside
and upper inside arcs, respectively. Ultimately, the proposed
bounding region shape offers the advantage of simplifying
the calculation of tmin and tmax values using (14) and (15),
considering only two arcs of the bounding region. This is a
superior characteristic compared to the popular axis-aligned
bounding box with 12 corners, whose corners where the tmin

and tmax values are located are difficult to predict, and the
formulation of the tmin and tmax values of each corner is more
complex than those of (14) and (15).

After determining the first and second φ − t anxel beam,
we determine the intersection between the two. Subsequently,
we generate images of the source and edge in the reflecting
facet and transform basis similarly with the multiple reflection
case, that is, the first and second new basis x′′ and y′′ are x′
and y′ mirrored to the reflecting facet, respectively, as shown
in Fig. 9. Subsequently, the problem can be reduced to single
diffraction of the image source and image edge on the image
bounding region, that is, we can directly use the intersected
anxel beam, that is, shrunk anxel beam with margins of
φmin, φmax , tmin, and tmax , as shown in Fig. 9.

For diffraction–multiple reflections, the same procedure
can be used to shrink the anxel beam because every
diffraction–multiple reflection problem can be reduced to a
single diffraction of the image source and image edge, as illus-

Fig. 9. Image source, edge, bounding region, and new basis for
diffraction–reflection case of ABS.

trated above. The sole distinction is that the two anxel beams
(utilized for calculating the intersection) for each bouncing
order consist of the shrunken anxel beam from the previous
bouncing order and the one extended from the image edge and
enclosing the bounding region of the reflecting facet of the
subsequent bouncing order. Thus, the size of the anxel beam
decreases exponentially as the bouncing order increases.

This section describes the ABS method for multiple reflec-
tions, reflection–diffraction, and diffraction–reflections. The
ABS method for other propagation sequences, for exam-
ple, multiple reflection–diffraction, and reflection–diffraction–
multiple reflection, can be formed by combinations of the
abovementioned propagation sequences.

III. HAIT METHOD RT FRAMEWORK

In this section, we describe our novel HAIT RT framework.
The framework is divided into three components: 1) visibility
preprocessing; 2) visibility tree generation using ABS and
CPU parallel computing; and 3) ST and field calculations using
CPU/GPU heterogeneous computing.

A. Visibility Preprocessing

The first part of HAIT is visibility preprocessing. In this
section, the framework derives the visibility relationships
between facet–facet, facet–edge, Tx–facet, Tx–edge, facet–
FOP, and edge–FOP. The preceding four and the following
relationships were used to accelerate visibility tree generation
and ST, respectively. In this study, we did not describe our
visibility preprocessing algorithm in detail, considering the
size of this article. However, readers can refer to certain
visibility preprocessing algorithms in [36], [40], [41], [42],
[43], and [44].

B. Visibility Tree Generation Using ABS

The second part of HAIT is the visibility tree generation.
In this section, we generate a visibility tree containing every
possible sequence of primitives of a geometric object, that
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Fig. 10. Visibility tree without FOPs.

is, a facet or edge, that the ray can bounce, as shown in
Fig. 10. Level 1 of the tree was directly constructed using the
Tx–facet and edge visibility relationship obtained from visi-
bility preprocessing. Higher level trees can be efficiently built
using the ABS. Furthermore, the facet–facet and facet–edge
visibility relationships obtained from the visibility preprocess-
ing accelerate the visibility tree generation one more time
by considering only the visible facets and edges from the
facet or edge that produce the beam when we find facets or
edges inside the beam. For this search, although not applied
in this study, additional acceleration can be achieved using
conventional AZB matrices in [20] and [21]. The conventional
AZB matrices contain information about rough relative direc-
tions between facets. These are computed for each facet of
the scenario and saved in a preprocessing step, allowing the
matrices to be used very efficiently for any position of the
Tx. However, if we generate the total visibility tree at once,
as shown in Fig. 10, to achieve good CPU/GPU heterogeneous
computing performance using only the conventional AZB
matrices, an enormous amount of memory can be required.
On the other hand, the way we create the visibility tree
using ABS is very memory efficient because the subtrees of
the visibility tree are for each position of the image Tx of
different facets or edges of the scene, which have an angular
visibility less than those of the facets or edges. However, each
subtree should be recomputed for new position of the Tx,
consuming significant CPU time. This tree generation time can
be effectively reduced using the information about the rough
relative direction between primitives, which is contained in
conventional AZB matrices. If we use the information for the
search of primitives inside the beam, resulting in examination
for only primitives located nearby the beam direction, the
search would be significantly accelerated.

We use open multiprocessing (OpenMP), a CPU parallel
computing application programming interface (API), for par-
allel computing acceleration. Since each subtree of the root
node is independent, we can parallelize the tree generation
process. By allowing each OpenMP thread to construct differ-
ent subtrees simultaneously, we achieve up to n times faster
computation compared to standard serial computation, with n
representing the number of CPU threads used.

We do not generate DAZB matrices which are used by
the general AZB method to reduce the number of ray-facet
intersection tests. This is because DAZB matrices should be
generated for every image Tx and it results in the usage of
a prohibitively large amount of memory; therefore, it is not
suitable for parallel computing.

When we build the visibility tree, we do not attach FOPs,
as shown in Fig. 10. This is because if we attach FOPs to the
tree during tree construction, the tree size will be extremely
large when an analysis scenario treats numerous FOPs, result-
ing in a prohibitively large amount of memory and precluding
parallel computing acceleration. In addition, finding thousands
of FOPs inside the anxel beam is a simple assembly of
numerous similar operations, and it is more suitable for GPU
parallel computing, which has thousands of cores, than for
CPU parallel computing. Therefore, we attached FOPs bit by
bit to the visibility tree in the following ST part and conducted
the ST using GPU parallel computing. This trick, which
ignores FOPs in the tree generation part, has the additional
advantage that the completed visibility tree without FOPs can
be reused when the locations of FOPs are changed because
the tree is independent of their location. The SBR method RT
does not retain this superior function because the general SBR
method does not construct a visibility tree.

C. ST and Field Calculation

The final part of HAIT is the ST and field calculations.
In this section, we introduce a GPU and CPU heterogeneous
computing approach where the GPU and CPU concurrently
execute ST and field calculations, respectively.

First, because HAIT does not generate DAZB matrices,
we must use other acceleration structures such as the kD-tree
and bounding volume hierarchy (BVH) structure. We adopted
the BVH structure which is provided by NVIDIA1 OptiX.2

OptiX is an RT engine, which is a programmable system
designed for NVIDIA GPUs and other highly parallel archi-
tectures. It offers a high-performance BVH structure, ray-facet
intersection test algorithm, and high-quality optimization at
low levels. In addition, new versions of OptiX are period-
ically released such that periodic performance improvement
is feasible through slight adjustments in the program code.
Detailed information regarding OptiX can be found in [45].
Using OptiX, we conducted ST in a GPU environment. The
ST algorithm is described in detail in [13].

For field calculation, we use the geometrical optics (GO)
[34], [39], [46], [47], [48], [49], [50] and uniform geometrical
theory of diffraction (UTD) [51], [52] to calculate reflection
and diffraction fields, respectively.

Fig. 11 shows a flowchart of the ST and field calculations.
First, we developed a BVH structure using OptiX to accelerate
the ST. Next, we attached FOPs to every node of the visibility
tree. For the root node, we attached every FOPs, and for the
other nodes at higher levels, we attached FOPs visible from
the facet or edge corresponding to each node, considering
the facet–FOP and edge–FOP visibility relationships obtained

1Registered trademark.
2Trademarked.
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Fig. 11. Flowchart of the ST and field calculation part.

from visibility preprocessing. The maximum number of FOPs
to be attached at once was 230 because the maximum ray
launch size of the OptiX 7 version that we used was 230 [53].
This implies that if the total number of required STs is over
230, we cannot accomplish the ST in its entirety within a single
iteration and the algorithm should be partitioned into multiple
ST sets. Based on this, we propose a heterogeneous computing
algorithm. This heterogeneous computing simultaneously per-
forms nth ST set using OptiX, that is, GPU parallel computing,
and field calculations for ST pass-ray paths of (n − 1)th ST
set using OpenMP, that is, CPU parallel computing, where
each GPU/CPU thread performs ST/field calculations for each
branch of the tree. This is possible because the compute
unified device architecture (CUDA) returns control to the CPU
immediately after invoking the CUDA kernel, without waiting
for the GPU computation to be completed [54], increasing
computation efficiency.

We note that FOP attachment/ST/field computation starts
from the node of the low level to the high level of the
visibility tree to avoid CUDA thread divergence as much as
possible [55].

IV. VALIDATION

In this section, we describe the performance of the proposed
HAIT by comparing it with HAIT without ABS, and an
IT solver of the commercial ray-tracer WinProp for two
outdoor scenarios: simple and complex. We note that the field
calculation theory of the IT solver in WinProp is based on GO
and UTD, identical to that of HAIT. Additionally, we used the
same CAD files for both HAIT and WinProp. Consequently,
if there are no logical errors, the simulation results for electric
field intensity (E-field) from HAIT and WinProp must be
almost identical, with any very small differences attributable
solely to the floating-point number precision of the computer.
Also, we note that all simulations were conducted on an
identical computation environment: Intel1 Xeon1 CPU E5-
2687 v4 at 3.00 GHz (two processors) 512-GB RAM (16
threads were used) and NVIDIA RTX A6000 GPU. HAIT

TABLE I
SIMULATION PARAMETERS OF SIMPLE SCENARIO

Fig. 12. Simulation environment of the first, i.e., simple, scenario describing
Teheran-ro and locations of Tx and FOPs of simple scenario.

TABLE II
PERFORMANCE FOR SIMPLE SCENARIO

and HAIT without the ABS were implemented in the C/C++
language and OptiX.

The first simulation scenario is simple, as shown in Fig. 12
and Table I. Fig. 12 shows the simulation environment
describing Teheran-ro in Seoul, South Korea. It was con-
structed using AutoCAD and contained 1218 triangular facets.
In this scenario, E-field is analyzed at 28 GHz for a hertzian
dipole Tx radiating power of 1 W. Tx is located at (−16.6,
−94.3, 10) m and 100 FOPs are uniformly distributed on
the line between (−143, −81, 1.5) and (242, 51, 1.5) m.
Furthermore, the material of the simulation environment is
set to perfect electric conductor (PEC) and it is because,
for the diffraction of wedges with finite conductivity, our
simulator and WinProp use different heuristic diffraction coef-
ficient models, that is, models in [52] and [56], respectively,
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Fig. 13. E-field simulation results of simple scenario with maximum ray
bouncing order of 3 for HAIT, HAIT without ABS, and WinProp.

resulting in different simulation results. Finally, one–six of the
maximum numbers of reflections, combined with one order of
diffraction, were considered. Table II shows the performances
of HAIT, HAIT without the ABS, and WinProp for a simple
scenario. Naturally, HAIT and HAIT without ABS show
zero root-mean-square percentage error (RMSPE) because
ABS removes only unnecessary facets and edges from the
visibility tree. Although HAIT shows a similar computation
time as HAIT without the ABS up to the maximum bouncing
order of 4, HAIT shows approximately 1.6 and three times
faster computation speeds than HAIT without the ABS at
the maximum bouncing orders of 5 and 6, respectively. This
phenomenon was expected because, as described in Section II,
the effect of the ABS method increased exponentially as the
bouncing order increased. Examining the simulation results of
WinProp, we note that the simulation is conducted only for
maximum bouncing orders of up to three because it consumes
a tremendous amount of computation time at the maximum
bouncing order of over three. The RMSPEs between HAIT
and WinProp are extremely small, that is, under 1.5%, and
this small error is probably because of the usage of different
data types in each ray tracer, resulting in floating-point number
precision error. Fig. 13 shows the E-field simulation results
of HAIT, HAIT without ABS, and WinProp for a maximum
bouncing order of three. Although HAIT has approximately
two times faster computation time than WinProp at the max-
imum bouncing orders of one and two, a computation time
approximately 651 times faster was confirmed at the maximum
bouncing number of three. The reason for this considerable
difference is difficult to explain because the exact WinProp
algorithm is not open to the public. However, the authors
suspect that the significant performance difference may be
partly attributed to the fact that while the proposed HAIT
framework utilizes both CPU and GPU parallel computing,
the IT solver in WinProp relies solely on CPU parallel
computing and does not support GPU parallel computing.
Being a general IT ray tracer, the computation time of the
IT solver in WinProp, like that of other similar ray tracers,

Fig. 14. Simulation environment of the second, i.e., complex, scenario
describing Gangnam, Seoul.

TABLE III
SIMULATION PARAMETERS OF COMPLEX SCENARIO

exponentially increases with higher maximum bouncing orders
and a larger number of FOPs. However, HAIT employs the
ABS method and a heterogeneous computing-based ST and
field calculation algorithm, optimized for high maximum ray
bouncing orders and a large number of FOPs. This results in
enhanced performance, significantly reducing and accelerat-
ing ST. Consequently, the authors expect that the ABS and
heterogeneous computing algorithm will create a far superior
performance compared to WinProp.

Fig. 14 shows the simulation environment of the second
scenario, which is a complex scenario describing Gangnam,
Seoul. It contains 4966 triangular facets, is broader (1 ×
1 km), and has a more complex urban area than the simple
scenario. Table III shows the simulation parameters. In this
scenario, similar to the simple scenario, the E-field is analyzed
at 28 GHz for a Hertzian dipole Tx radiating power of 1 W.
The Tx is located at (46, 14, 10) m and 10 000 FOPs are
uniformly distributed in the area (x : −560–440, y: −430–570,
and z: 1.5) m. Additionally, for the same reason as in the
simple scenario, the material of the simulation environment is
set to PEC. Finally, 1–6 of the maximum orders of reflections,
combined with one order of diffraction, were considered.
Table IV presents the performance of the complex scenario.
Similar to the simple scenario, HAIT and HAIT without the
ABS exhibited zero RMSPE values. Although HAIT shows
similar computation time and memory consumption as HAIT
without ABS up to the maximum bouncing order of 3, HAIT
shows approximately 1.5 times faster computation speed and
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TABLE IV
PERFORMANCE OF COMPLEX SCENARIO

Fig. 15. E-field simulation results of the HAIT with maximum bouncing
number of 6 for complex scenario.

1.4- and 1.2-GB less memory consumption of the CPU and
GPU than HAIT without ABS at the maximum bouncing
order of 4. Moreover, at the maximum bouncing order of
five, the memory consumption of HAIT without the ABS
exponentially increases and encounters memory errors in the
GPU environment, that is, the GPU memory consumption is
larger than 48 GB, whereas HAIT consumes only 19.8 GB
in the GPU environment. At the maximum ray bouncing
order of six, HAIT encounters a GPU out-of-memory error.
To manage this error, we conducted a series of experiments
by partitioning the visibility tree into six parts. Specifically,
in the complex scenario, the root node of the full-visibility
tree had 513 child nodes. We first completed 85 root node
subtrees and conducted ST and field calculations for these
85 subtrees. Subsequently, the authors sequentially constructed
another 85 or 86 subtrees and ST and field calculations five
more times to handle every subtree of the root node. This
visibility tree partitioning trick can be used to control the
tradeoff between memory consumption and simulation time.

In Table IV, when comparing the performance of HAIT
and HAIT without ABS, we notice distinct trends in the
improvement of computation time and memory consump-
tion as the maximum bouncing order increases. Specifically,

we observe that memory efficiency improvement becomes
evident after the improvement in computation time. This
disparity is primarily attributed to the limitation of the maxi-
mum number of ST performed at once, set at 230. Were this
limit unlimited, we would likely see parallel trends in both
computation time and memory consumption. Here is the com-
prehensive analysis of the memory consumption: in Table IV,
we observe a significant surge in memory usage from two
bounces to three bounces for both HAIT and HAIT without
ABS. This surge is primarily due to the notably larger size of
level 3 of the visibility tree compared to level 2. Consequently,
for both HAIT and HAIT without ABS, the scenario with
three bounces requires ST for over 230 FOPs, leading to the
need for multiple computation sets of the ST/field calculations.
At three bounces, GPU memory consumption for both HAIT
and HAIT without ABS reaches 14.3 GB, primarily consisting
of approximately 13 GB dedicated to storing information
related to ST. This includes 230 indices of FOPs, 230 branch
indices corresponding to FOPs, and a buffer for ST results with
a size of 230. This accounts for the majority of GPU memory
usage, with the remaining portion comprising miscellaneous
information such as CAD file data. It is noteworthy that
memory consumption related to ST does not increase further,
as the maximum number of STs that can be performed at once
is limited to 230. From the perspective of the visibility tree
without FOPs, up to three bounces, the total size of the tree for
both HAIT and HAIT without ABS remains relatively small
compared to other data, such as ST information. Therefore,
the difference in visibility tree size between HAIT and HAIT
without ABS does not significantly impact total memory
consumption. However, starting from four bounces, the size
of the visibility tree without FOPs experiences an exponen-
tial increase, resulting in a more pronounced difference in
memory consumption between HAIT and HAIT without ABS.
Fig. 15 shows the E-field simulation results for HAIT with a
maximum bouncing number of six. To the best of authors’
knowledge, this is the first IT ray tracer that is feasible for
simulating such a large scale, that is, 1 × 1 km wide, dense
outdoor environment with a high maximum ray bouncing
order of six and numerous FOPs (10 000). This achievement
is attributed to the implementation of the ABS method and
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several straightforward yet highly effective new approaches
that facilitate efficient GPU parallel computing: 1) utiliza-
tion of an innovative heterogeneous computing algorithm for
ST/field calculations; 2) integration of FOPs during the ST
phase, as opposed to during visibility tree generation; and
3) adoption of a BVH acceleration structure in place of the
conventional DAZB matrix. Looking at the simulation results
of WinProp, the simulation is conducted only for maximum
bouncing orders of up to two because it is computationally
intensive at the maximum bouncing order over two. Despite
conducting simulations using another commercial IT method
ray tracer, newFASANT (geometrical theory of diffraction
(GTD) module), which employs a combination of conventional
AZB with the SVP and the A∗ heuristic search algorithm
in [20] and [21] without GPU acceleration, to compare the
simulation results between HAIT and an existing IT method
ray tracer for bouncing orders exceeding 2, we were unable to
obtain simulation results because newFASANT also required
a significant amount of computation time at a maximum
bouncing number of 3. The RMSPEs between HAIT and
WinProp were very small, that is, under 4%. This slight
error was probably due to the floating-point number precision
error, as described in the simple scenario. Although HAIT
has a slower computation time than WinProp at the maximum
bouncing order of 1 because of the visibility preprocessing
of HAIT, which takes 145 s, it was confirmed that HAIT is
approximately 34 times faster than WinProp at the maximum
bouncing number of 2.

Table V shows the comparison of the E-field simulation
results of the HAIT for maximum bouncing orders from 1 to
5 with a reference model employing a maximum bouncing
order of 6. The RMSPE and percent error (PE) are used
to assess the disparities among simulation results for LOS,
NLOS, and LOS + NLOS (total) regions, where PE is defined
as follows:

PE =
1
n

n∑
i=1

yi − ŷi

ŷi
× 100[%] (16)

where n, yi , and ŷi represent sample size, i th test value,
and reference value, respectively. Additionally, we handled
realistic simulation results by applying dielectric constant and
conductivity of εr = 6.5 and σ = 0.668S/m to the objects
as proposed in [57], rather than PEC. Notably, variations in
electrical properties have minimal impact on the computation
time and memory consumption of HAIT. As anticipated,
the RMSPE and absolute value of PE decrease across all
cases with the inclusion of more bouncing orders. However,
there exists a noticeable difference in the degree of reduction
between LOS and NLOS regions. In LOS regions, the RMSPE
and absolute value of PE values exponentially decrease with an
increase in bouncing orders, resulting in an RMSPE smaller
than 5% with a maximum bouncing order of 5, and a PE
smaller than 5% with a maximum bouncing order of 2.
Conversely, for NLOS and total regions, the RMSPE never
drops below 58%, even with a maximum bouncing order
of 5, and the absolute value of PE falls below 5% only
at the maximum bouncing order of 5. It is worth noting
that the RMSPE value encompasses both large- and small-

TABLE V
RMSPE (PE) [%] BETWEEN SIMULATION DATA

scale fading, while the PE value solely reflects large-scale
fading. Thus, if we assume a permissible error margin of
5% and consider a maximum bouncing order of 6 as a
reference model, employing a maximum bouncing order of
2 is sufficient for analyzing large-scale fading in LOS regions.
Conversely, a maximum bouncing order of 5 proves adequate
for examining small-scale fading. As for NLOS and total
regions, utilizing a maximum bouncing order of 5 is sufficient
for analyzing large-scale fading, but even at this maximum
bouncing order, it falls short for analyzing small-scale fading.

V. CONCLUSION

In this study, we proposed a HAIT RT framework for
massive outdoor propagation modeling. HAIT is characterized
by an ABS method, applicable to arbitrary 3-D facet-based
structures, and CPU/GPU heterogeneous computing. The ABS
method effectively accelerates generation times and reduces
the size of the visibility tree by allowing the beam to radiate
only to the portion that is illuminated by the beam of the
former bouncing order. Compared to the case without the ABS
method, a simulation time that is more than three times faster
is confirmed in a simple scenario. In addition, it is confirmed
that using the ABS, it is feasible to handle a complex scenario,
which is infeasible without the ABS case due to the out-of-
memory error, using less than half the memory. This efficiency
improvement increases exponentially as the maximum ray-
bouncing order, complexity of the simulation geometry, and
number of FOPs increase.

The CPU/GPU heterogeneous computing accelerates the
overall part of the algorithm by letting OpenMP CPU par-
allel computing handle the visibility tree generation and field
computation task; OptiX GPU parallel computing handled the
ST. At this moment, it utilized GPU parallel computing and
handled thousands of FOPs using the simple new techniques.
It was confirmed that HAIT was 651 times faster than the
WinProp IT solver, which exclusively utilizes CPU parallel
computing without GPU integration. Also, it was confirmed
that the proposed HAIT could handle a 1 × 1 km wide
complex urban environment with a maximum ray bouncing
order of six and thousands of FOPs. Therefore, we expect
that it could be used in areas that were exclusive to the SBR
method ray tracers, such as channel modeling and coverage
analysis, with better accuracy.

There are two potential avenues for future research. The
first is the application of additional propagation mechanisms
such as transmission and multiple diffraction. The second
is to apply additional computing techniques such as cluster
computing to the visibility tree generation part and multiple
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GPU parallel computing to the ST/field calculation part for
further computation acceleration.
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